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ABSTRACT 

The paper discusses the place of symbolic imprinting and triggers in organization, 

underlining their significant role in symbolic results of managerial actions and decisions. 

Symbolic imprinting constitutes stamping in memory some transferring values and meaning 

interpretations, which define the actions and behaviors. Triggers in their turn are the 

external environment signals which make imprints work out in specific thinking, behavioral, 

and communication mechanisms.  

Key words: organizational symbolism, symbolic imprinting, triggers, symbolic management.  

 

It is not enough to pick up isolated data of our past experience; 
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symbolic forms in human cultural expression are science, religion, language, philosophy, 

history, myth. Human being needs symbolic transformation, so transforming empirical and 

emotional data into symbols, this is the way of person – environment interaction. Susan 

Langer in her observation of symbolic underlines that symbols present not the objects but are 

transferring specific concept on those objects [2]. So, symbols and symbolic in organization 

transfer the concept and context on the common objects, operations and actions.  

Human being surrounds his/her activity by many rituals, when people get together they 

‘organize’ these rituals in such a way that they constitute tradition, and in some sense with 

the mental field intervention as well culture (something defining behavior opposite to 

nature). These surroundings have symbolic nature, and brightly are deployed in 

organizational life, where group of people with specific structure define specific purpose. The 

‘people’ component creates additional complexity for the system managers need to plan, 

organize, lead and control in.  
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ABSTRACT 

The paper covers some main problematic issues important for management in organizations, specifically within 
the human behavior perspective. There are discussed the concepts of the behavioral perspective in 
management, underlining the importance of human element in organization achievement of results and 
success. 
Keywords: management, organizational behavior, attitudes, and values.   

                                                                                            

Management is the art of getting  

things done through people [1]   

                                                    M.P. Follet 

                                                                                                

Various definition of management does not run contrary to one another. Management is the 
sum-total of all activities that determine objectives, plans, secure men, material, machinery 
cheaply, put all these resources into operations through organization, direct and motivate 
people at work, supervises and control their performance and provide maximum prosperity 
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neutral state of readiness, organized through experience, exerting directive or dynamic 
influence upon the individual’s response to all objects and situations with which it is related. 
Many researchers have defined attitude in terms of effect and evaluation. For example, Krech 
and Crutchfield define attitude as an enduring organization of motivational, emotional, 
perceptual, and cognitive processes with respect to some aspect of the individual’s world [2].   

Thus, attitudes are beliefs imbued with emotional and motivational properties and are 
expressed in person’s favorability towards an object. Evaluation consists of attributing 
goodness-badness or desirable-undesirable qualities to an object. In addition to conceptual 
approach, there is operational approach in defining the term attitude. The concept of attitude 
is viewed in several 
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learn must be considered. Individual acquire attitudes from several sources, but the point to 
be stressed is that the attitudes are acquired, but not inherited.  
Values play an important role in attitude originating. People develop values from different 
sources, e.g. parents, friends, teachers, society, and religion. Parents are the initiators of 
values. Every family has certain values, which are inculcated in the children. Parental 
guidance paves the value systems on which children develop their attitude and behavior.  
Good company helps develop good values. Good values have become strong forces for good 
behavior and give satisfaction as they help one to perform better. 
Employees have certain values in life. They view life from different angles which are 
reflected in their work performance. Values refer to the basic convictions, which lead to 
formation of conduct or social preferences. Values are a combination of different attitudes 
and attributes of individuals. They help employees decide what is right, good, desirable and 
favorable and so on. One value may be useful for a person but may not be effective for 
others. The intensity attributes or value system has relative importance. Values are code of 
conduct developed by an individual and the social system. Honesty, self-respect, equality, 
sincerity, obedience, truthfulness, etc. are various examples of values. Values are significant 
in organizational behavior. Employees behave properly if they give importance to values. 
Employees would be aware of what ought to be done or what ought not to be done by giving 
importance to values. Behavior is modified only if people are aware of right or wrong things, 
which are the deciding components of values. Values influence objectives too, because values 
shape the attitude and behavior of employees. For example, obedient employees perform 
efficiently without creating any problems for the management. Disciplined employees feel 
directed toward objectives. 
Donald D. White and David A. Bedner have defined value as a “concept of desirable, an 
internalized criterion or standard of evaluation a person possesses. Such concepts and 
standards are relatively few and determine or guide an individual’s evaluations of the many 
objects encountered in everyday life” [3].  Values are important. Individuals learn values as 
they grow and mature. They may change over the life span of an individual develops a sense 
of self. Culture, societies and organization shape values. Organization recruiting job 
candidate should pay careful attention to an individual’s values. 
According to Rokeach, [4] values represent basic conviction that a specific mode of conduct 
or end state of existence is personally or socially preferable to an opposite or converse mode 
of conduct or end state of existence. Values are learnt from the society and hence are 
acceptable to the society as preferred ‘modes of conduct’ or ‘end states’. Values are stable and 
long-lasting beliefs about what is important in a variety situation. Values influence our 
priorities, preferences and our actions. We all have a set of values that fo
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behavior of an individual. Values influence behavior in several ways. If an employee feels 
that payment of wages based on performance is right, s/he cannot accept payment of wages 
based on seniority, s/he becomes indifferent to such a system followed in the organization. 
Therefore, the values of individuals need to be studied, so that employees’ values could be 
matched with that of the organization. The values at work place may be defined as the 
perception of what is preferable from among the alternative modes of conduct or end states 
with respect to one’s work. Managers must study values because they are the foundations for 
understanding a person’s attitudes, perceptions, motivation and behavior in the organization. 
Values and attitudes are not separated by size or space. Instead values and attitudes are 
created and lived through the interaction of the community, organization, business unit, and 
the individual. If one part is not living by the values created by the organization or the 
organization’s values do not fit the overall culture, the organization will not be as successful 
as it should be. Positive values and attitudes take much time, coordination and effort. It takes 
the community to provide the framework. It takes community to provide the framework, the 
organization to fill the details, the business unit to live those values daily, and the individual 
to have a positive attitude to use those values to guide in their everyday performance and 
decision-making. 





საშუალებას მოგვცემს ზუსტად ჩამოვაყალიბოთ რეკომენდაციები ორივე 
მიმართულებისთვის. 
კვლევის შედეგებიდან გამომდინარე, შესაძლებელი იქნება დავგეგმოთ მომავალი კვლევების 
აუცილებლობა. 
კვლევის შედეგად შეგვეძლება შევიმუშაოთ პრაქტიკულად გამოსაყენებელი 
რეკომენდაციები როგორც ორგანიზაციებისთვის, ისე მათი თანამშრომლებისთვის რაც ხელს 
შეუწყობს მათ მომავალ კეთილდღეობას. 
კვლევა ასევე საინტერესო იქნება მეცნიერული განხილვა/ანალიზის



მიუხედავად 



თანამშრომლებს სიამოვნებთ როდესაც აქვთ მეტი პასუხისმგებლობა და თავისუფლება, 
თუმცა სხვა კითხვებზე პასუხიდან გამომდინარე შეგვიძლია ვივარაუდოთ, რომ ეს არის 
უფრო მეტად მათი სურვილი რადგან სამუშაო საჯარო სამსახურში არის მეტად რუტინული. 
ანუ, როდესაც მათ თავიანთი რუტინიდან გადახვევის და უფრო საინტერესო საქმის 
შესრულება უწევთ, ეს იწვევს საი怀



კვლევაში გამოირჩა ერთი გამოკითხული რომლის სპეციალობა არ იყო კავშირში მის 
სამუშაოსთან და მისი კმაყოფილება სამსახურით იყო გამორჩეულად დაბალი სხვებთან 
შედარებით თითქმის ყველა 



გარემოთი. მეორეს მხრივ, გამოიკვეთა ტენდენცია, რომ პროფესიით მომუშავე 
თანამშრუʚ耀
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ABSTRACT 

This paper defines the need and methodology for research necessary to better understand the 
real and practical aspects of what motivates university-based employees and what are the 
underlying values of those employees that affect their performance. How those values 
coincide with the values of the institution are also relevant in the way the performance of 
the employees enhance the performance of the institution. The final dissertation will result 
in a relevant (and usable) menu of performance incentives to match with each employee or 
set of employees that will then also enhance the values and performance of the institution. 

Keywords: motivation, personal values, institutional values, key performance indicators, 



2 
 

opted to use only employees of the Georgian American University (GAU) where I am 
President. As such, I will try to encourage as wide a response throughout GAU’s staff and 
lecturers as possible. By keeping the survey respondents anonymous, I hope to minimize any 
bias in the responses, i.e., “let’s keep the boss happy with positive responses”. 
Respondents will be identified and aggregated only through the following criteria: 

 Age (<20, 20-30, 31-40, 41-50, 51-60, >60), specifically to determine if there are any 
age-related or generational differences; 

 Gender (male, female), which should also determine any existing issues of gender 
inequality; and 

 Job category (management, administrative staff, support staff, lecturer). 
These groupings should provide the necessary specificity when analyzing the results and 
developing a usable and practical menu of incentive measures for a wide variety of 
employees. From my experience, there are sufficient similarities in sizes and types of 
universities so that the re
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courses, discounts for family members, etc. Is a menu approach to benefits better for 
motivating staff? Similar to the financial characteristic, there is a plethora of research on this 
subject. 
Status & title, including “trappings” – including public notoriety, facilities, office space, 
equipment, etc.  
Organizational & managerial characteristics– being involved in a complex organizational 
structure. 
Leadership role – being and “being considered” as a leader within the organization, with the 
students, and outside the institution 
Societal aspects 

 Imparting knowledge and developing minds and character of students – a 
combination of assuming one has something which is of value to the students and a 
truly altruistic concept of wanting to see students grow in knowledge and maturity. 

 Improving society in general and a sense of “giving back” – where there is a 
realization that education is a key aspect in the growth and success of society. Also, 
many involved in education feel a responsibility to give something back to the same 
society that gave them whatever measure of success they feel. 

 Being associ
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school. Although Georgia had 2 other private universities focusing on business, I believed 
that there were also improvements that could be made to the general business education also. 
As the business plan was reworked, I agreed to serve as the President of the new university. 
During that 
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Introduction 
This paper describes valuation of hedging strategies that can be used in managing risks inherent in 
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Monte Carlo Simulation discussed in [9] next year’s expected values and standard deviations of gold and 
widget prices are given in the table below: 

widget E[η] $87.66 gold E[S] $42.03 
 σ 54%  σ 29% 

For simplicity, let discount rate, r, equal to 2% per year. Under one-year period investment horizon 
present value (PV) of cash flow from widget production is given as: 

𝑃𝑉 =
𝜂� − 𝑆�

𝑟
=

87.66 − 42.03
1 + 0.02

= 44.74 

In the next sections investment value of the project will be extended to cover the opportunity to hedge 
the gold price with put option using Real Options Analysis discussed in [2], [3], and [4]. 

Hedging Strategy Replicating Put Option on Gold Price 
Options can be used to guarantee minimum returns from stock or commodity investments such as gold. 
When you purchase a stock (or gold) and simultaneously purchase a put on the stock (or gold), you are 
assured that the dollar return from the purchase will never be lower than the exercise price on the put. 
However, it is not always possible to find marketed puts on all investments and with many different 
strike prices; in this case the Black-Scholes option-pricing formula is used to replicate a put by a dynamic 
strategy in which the investment in a risky asset (such as gold) and the investment in riskless bonds 
changes over time to mimic the returns of a put option. 

From Black-Scholes option-pricing formula it follows that a put option on a stock (or gold) is simply a 
portfolio consisting of a short position in the underlying asset and a long position in the risk-free asset, 
with both positions being adjusted continuously. 

𝑷 = −𝑺𝒕𝑵(−𝒅𝟏) + 𝑲𝒆�𝒓(𝑻�𝒕)𝑵(−𝒅𝟐) 
where 

𝑑� =
𝑙𝑛 �𝑆�

𝐾� + �𝑟 + 𝜎�

2 � (𝑇 − 𝑡)

𝜎√1 − 𝑡
 𝑎𝑛𝑑 𝑑� = 𝑑� − 𝜎√𝑇 − 𝑡 

Total investment in protective put hedging portfolio then becomes: 

𝑻𝒐𝒕𝒂𝒍 𝑾𝒆𝒂𝒍𝒕𝒉 = 𝑺𝒕 + 𝑷𝒕 = 𝑺𝒕 − 𝑺𝒕𝑵(−𝒅𝟏) + 𝑲𝒆�𝒓(𝟏�𝒕)𝑵(−𝒅𝟐) 

= 𝑺𝒕�𝟏 − 𝑵(−𝒅𝟏)� + 𝑲𝒆�𝒓(𝟏�𝒕)𝑵(−𝒅𝟐) = 𝑺𝒕𝑵(𝒅𝟏) + 𝑲𝒆�𝒓(𝟏�𝒕)𝑵(−𝒅𝟐) 

Finally, proportions invested in the underlying asset and the risk-free bonds can be determined as: 

𝒑𝒓𝒐𝒑𝒐𝒓𝒕𝒊𝒐𝒏 𝒊𝒏𝒗𝒆𝒔𝒕𝒆𝒅 𝒊𝒏 𝒖𝒏𝒅𝒆𝒓𝒍𝒚𝒊𝒏𝒈 = 𝝎𝒕 =
𝑺𝒕𝑵(𝒅𝟏)

𝑺𝒕𝑵(𝒅𝟏) + 𝑲𝒆�𝒓(𝟏�𝒕)𝑵(−𝒅𝟐) 

𝒑𝒓𝒐𝒑𝒐𝒓𝒕𝒊𝒐𝒏 𝒊𝒏𝒗𝒆𝒔𝒕𝒆𝒅 𝒊𝒏 𝒓𝒊𝒔𝒌 − 𝒇𝒓𝒆𝒆 𝒂𝒔𝒔𝒆𝒕 = 𝟏 − 𝝎𝒕 =
𝑲𝒆�𝒓(𝟏�𝒕)𝑵(−𝒅𝟐)

𝑺𝒕𝑵(𝒅𝟏) + 𝑲𝒆�𝒓(𝟏�𝒕)𝑵(−𝒅𝟐) 



- 3 - 
 

Continuing example from previous section, protective put hedging strategy can be used to accommodate 
any strike price for hedging gold price risk in widget production investment project. Then the cost of 
hedging strategy can be calculated and used as the strike price for valuing investing project as a real 
option as illustrated in the next section. Applying protective put strategy on the gold price simulated 
assuming lognormal distribution and using weekly rebalancing of hedging position is summarized in the 
table below: 

  Beginning Week  Wealth 
Week Z Gold Put Omega Total Wealth Stock Bond 

0  40.44 3.37 0.50 43.81 21.80 22.01 
1 -0.45 39.71 3.65 0.49 43.37 21.11 22.25 
2 -0.22 39.36 3.78 0.48 43.13 20.77 22.36 
3 0.73 40.51 3.23 0.50 43.74 21.86 21.89 
4 0.25 40.91 3.03 0.51 43.93 22.23 21.71 

--- --- --- --- --- --- --- --- 

49 -3.07 40.40 0.44 0.56 40.84 22.80 18.04 

50 0.02 40.43 0.25 0.57 40.68 23.36 17.33 
51 -1.24 38.47 0.90 0.45 39.36 17.84 21.52 
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 w=0 w=4 w=8 w=12 w=16 … 

     159.66 … 

    137.43 111.88 … 

   118.31 89.85 118.31 … 

  101.84 71.13 101.84 70.75 … 
η 87.66 55.41 87.66 54.88 87.66 … 
H 42.42 75.46 41.75 75.46 41.09 … 

  31.14 64.96 30.34 64.96 … 

   21.90 55.92 20.98 … 

    14.54 48.13 … 

     8.93 … 

      … 
In the example of Zarapkhana, value of investing in the project using protective put hedging strategy 
with at the money strike price of USD 40, resulted into value-add of 42.42 per gram. 
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Introduction 
The main purpose of the article is to introduce Conditional Value At Risk (CVAR) as a 
downside risk measure and build a model of portfolio selection process in the mean - CVAR 
framework for the portfolio returns which are simulated by copula functions. Volatility as a 
risk measure is ideal in the normal distribution but when dealing with asymmetric 
distributions, it simply leads to misinterpretation of the risk. It penalizes losses equally to 
profits of the same magnitude. However, investors are more concerned with a downside risk 
rather than upside risk which they refer to favorably. 

Coherent Risk Measure 
According to Artzner et al. a risk measure satisfying the following four axioms is called 



CVAR 
Like VAR, CVAR is also a downside risk measure and it measures the average loss beyond 
VAR with a certain level of confidence. To put it specifically, CVAR is the average return 
given that the return is smaller than VAR with a certain level of confidence ‍: 

     ὅὠὃὙ  ᷿ Ὢ ‫ȟ ὶ ὴ ὶ Ὠὶ     

Where Ὢ ‫ȟ ὶ  is the return function with the distribution of ὴ ὶ  over a certain time period. 
VAR is calculated on the same time period. The advantages of using CVAR in portfolio 
optimization are obvious. It is a coherent risk measure, it is applicable to non-symmetric loss 
distributions and it is convex and smooth with respect to portfolio positions. In addition, it 
accounts for risks beyond VAR meaning that it is more conservative than VAR and handles 
fat tails more effectively. 

Optimization 
Our goal is to find the weights of the assets in the portfolio which minimizes CVAR on a 
given portfolio return or maximizes portfolio return on a given CVAR. Let Ὢ ‫ȟ ὶ   be the 
loss function with the decision vector ᶰ ‫ ὡ Ṓ  Ὑ  (portfolio weights) and random vector 
ὶ ᶰ Ὑ  (returns on portfolio assets). When r has a distribution ὴ ὶ ȟ then the probability of 
the loss Ὢ ‫ȟ ὶ  not exceeding a certain threshold level α is given by: 

     • ‫ȟ ɻ  ᷿ ὴ ὶ Ὠὶȟ





If Ὂ and Ὃ are strictly increasing marginal distribution functions, then C is unique. There are 
many patterns of random variables which can be identified by empirical methods and modeled by 
the copula dependency structure. We use Archimedean copulas to model the dependency and 
simulate the uniform variables based on the Monte-Carlo method from which we can recover the 
simulated original variables using the marginal distributions of returns. Once having done so, we 
obtain the returns vectors as ὼ  Ὂ ό ȟ  ώ  Ὃ ὺ  (for two random variables in our case, it 
can obviously be extended to many). As long as we have the simulated returns, it is possible to 
calculate the CVAR of a portfolio and minimize the function mentioned in the previous section 
for every possible return of a portfolio. This gives us the optimal weights based on which we can 
build the efficient frontier. 

 

Conclusion 
CVAR provides a better alternative to variance as a risk measure, especially when returns do 

not follow the symmetrical distribution. It is a coherent risk measure satisfying very rational 

requirements unlike variance and VAR. In addition, CVAR has many other advantages over 

other measures. Simulating returns by copula functions may be crucial if the dependency of 

the pairs of random variables are perfectly modeled. 
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[2].   Umberto Cherubini, Elisa Luciano, Walter Vecchiato (2004). “Copula Methods In Finance” 

[3].   Umberto Cherubini, Fabio Gobbi, Sabrina Mulinacci, Silvia Romagnoli (2012). “Dynamic Copula Methods 

in Finance” 

[4]. Philippe Artzner, Freddy Delbaen, Jean-Mark Eber, David Heath (1998). “Coherent Measures of Risk” 



The Itô formula for non-anticipative
functionals according to Chitashvili
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Abstract. For non-anticipative functionals, differentiable in Chi-
tashvili’s sense, the Itô formula for cadlag semimartingales is proved.
Relations between different notions of differentiability of functionals
are established.

2010 Mathematics Subject Classification. 90A09, 60H30, 90C39

Keywords: The Itô formula, semimartingales, non-anticipative functionals

1 Introduction

The classical Itô formula shows that for a sufficiently smooth function
(f(t, x), t ≥ 0, x ∈ R) the transformed process f(t,Xt) is a semimartin-
gale for any semimartingale X and provides a decomposition of the process
f(t,Xt) as a sum of stochastic integral relative to X and a process of fi-
nite variation. This formula is applicable to functions of the current value
of semimartingales, but in many applications, such as statistics of random
processes, stochastic optimal control or mathematical finance, uncertainty af-
fects through the whole history of the process and it is necessary to consider
functionals of entire path of a semimartingale.

In 2009 Dupire ([4]) proposed a method to extend the Itô formula for non-
anticipative functionals using naturally defined time and space derivatives.
The space derivative mesures the sensitivity of a functional f : D([0, T ], R) →

1

R to a variation in the endpoint of a path ω ∈ D([0, T ], R) and is defined as
a limit

∂ωf(t, ω) = lim
h→0

f(t, ω + hI[t,T ]) − f(t, ω)

h
.

Similarly is defined the second order space derivative ∂ωωf := ∂ω(fω).
The definition of the time derivative is based on the flat extension of a

path ω up to time t + h and is defined as a limit

∂tf(t, ω) = lim
h→0+

f(t + h, ωt) − f(t, ω)

h
,

if this limit exists, where ωt = ω(. ∧ t) is the path of ω stopped at time t.
If a contiuous non-anticipative functional f is from C1,2 , i.e., if ∂tf, ∂ωf, ∂ωωf

exist and are continuous with respect to the metric d (see definition in sec-
tion 3) and X is a continuous semimartingale, Dupire ([4]) proved that the
process f(t,X) is also a semimartingale and

f(t,X) = f(0, X) +

∫ t

0

∂tf(s,X)ds +

∫ t

0

∂ωf(s,X)dXs+

+
1

2

∫ t

0

∂ωωf(s,X)d〈X〉s. (1)

For the special case of f(t,Xt) these derivatives coincide with the usual
space and time derivatives and the above formula reduces to the standard Itô
formula. Further works extending this theory and corresponding references
one can see in [3], [8].

Motivated by applications in stochastic optimal control, before Dupire’s
work, Chitashvili (1983) defined differentiability of non-anticipative function-
als in a different way and proved the corresponding Itô formula for continuous
semimartingales. His definition is based on ”hypothetical” change of variable
formula for continuous functions of finite variation.

We formulate Chitashvili’s definition of differentiability and present his
change of variable formula in a simplified form and for one-dimensional case.

Let C[0,T ] be the space of continuous functions on [0, T ] equipped with the
uniform norm. Let f(t, ω) be non-anticipative continuous mapping of C[0,T ]

into C[0,T ] and denote by V[0,T ] the space of functions of finite variation on
[0, T ].
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A continuous functional f is differentiable if there exist continuous func-
tionals f 0 and f 1 such that for all ω ∈ C[0,T ] ∩ V[0,T ]

f(t, ω) = f(0, ω) +

∫ t

0

f 0(s, ω)ds +

∫ t

0

f 1(s, ω)dωs. (2)

A functional f is two times differentiable if f 1 is differentiable, i.e., if
there exist continuous functionals f 0,1 and f 1,1 satisfying

f 1(t, ω) = f 1(0, ω) +

∫ t

0

f 1,0(s, ω)ds +

∫ t

0

f 1,1(s, ω)dωs. (3)

for all ω ∈ C[0,T ] ∩ V[0,T ].
Here functionals f 0, f 1 and f 1,1 play the role of time, space and the second

order space derivatives respectively.
It was proved by Chitashvili (1983) that if the functional f is two times

differentiable then the process f(t,X) is a semimartingale for any continuous
semimartingale X and is represented as

f(t,X) = f(0, X) +

∫ t

0

f 0(s,X)ds +

∫ t

0

f 1(s,X)dXs+

+
1

2

∫ t

0

f 1,1(s,X)d〈X〉s. (4)

The idea of the proof of change of variable formula (4) for semimartin-
galse is to use two times the change of variable formula for functions of finite
variations, first for the function f and then for its derivative f 1, before ap-
proximating a continuous semimartingale by processes of finite variation.

Our goal is to extend the formula(4) for RCLL (or cadlag in French ter-
minology) semimartingales and to establish how Dupire’s and Chitashvili’s
derivatives are related.

Since the bumped path used in the definition of Dupire’s vertical deriva-
tive is not continuous even if ω is continuous, to compare derivatives defined
by (2) with Dupire’s derivatives, one should extend Chitashvili’s definition
to RCLL processes or to modify Dupire’s derivative in such a way that per-
turbation of continuous paths remain continuous.

The direct extension of Chitashvili’s definition of differentiability for RCLL
functions is following:

3

A continuous non-anticipative continuous functional f is differentiable,
if there exist continuous non-anticipative functionals f 0 and f 1 (continuous
with respect to the metric d) such that f(·, ω) ∈ V[0,T ] is of finite variation
for all ω ∈ V[0,T ] and

f(t, ω) = f(0, ω) +

∫ t

0

f 0(s, ω)ds +

∫ t

0

f 1(s−, ω)dωs+ (5)

+
∑
s≤t

[
f(s, ω) − f(s−, ω) − f 1(s−, ω)∆ωs

]
,

for all (t, ω) ∈ [0, T ] × V[0,T ].
In order to compare Dupire’s derivatives with Chitashvili’s derivatives,

we introduce another type of vertical (or vertical-diagonal) derivative where,
unlike to Dupire’s derivative ∂ωf , the path deformation (or perturbation) of
continuous paths are also continuous.

We say that a non-anticipative functional f(t, ω) is differentiable and
denote this differential by Dωf(t, ω), if the limit

DωF (t, ω) := lim
h→0,h>0

f(t + h, ωt + χt,h) − f(t + h, ωt)

h
, (6)

exists for all (t, ω) ∈ [0, T ] × V[0,T ], where

χt,h(s) = (s − t)1(t,t+h](s) + h1(t+h,T ](s).

Let f(t, ω) be differentiable in the sense of (5) Then, as proved in Proposition
1,

f 0(t, ω) = ∂tf(t, ω) and
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Since X admits finite number of jumps, by continuity of f and f 1,

∑
s≤t

(
f(s,Xn) − f(s−, Xn) − f 1(s−, Xn)∆Xs

)
→ (17)

→
∑
s≤t

(
f(s,X) − f(s−, X) − f 1(s−, X)∆Xs

)

The continuity of f, f 0, f 1 and relation (15) imly that

f(t,Xn) → f(t,X)





I2
t (n) and I3

t (n



=

∫ t

0

f



≤ constE

∫ t

0

I(0<|∆Ms|≤ 1
n

)d[M ]s → 0, as n → ∞

by dominated convergence theorem, since E[Md]T < ∞. Hence

sup
s≤t

|Md
s (n) − Md

s | → 0, as n → ∞, a.s. (27)







exists. If f is vertically differentiable at all (t, ω) ∈ ΛT then the map
∂ωf(t, ω) → R defines a non-anticipated map called the vertical derivative of
f .

Similarly one can define

∂ωiωj
u := ∂ωi

(uωj
)









Theorem 3. Let ft, fω ∈ C(Λ) be such that

lim
h→0,h>0

f(t + h, ωt) − f(t, ω)

h
= ft(t, ω),

lim
h→0,h>0

f(t + h, ω) − f(t + h, ωt)

h
= ω′(t)fω(t, ω),

∀(t, ω) ∈ [0, T ] × C ′[0, T ].

Assume also that f(t, ω) ∈ V for any ω ∈ V. Then

f(t, ω) = f(0, ω) +

∫ t

0

ft(s, ω)ds +

∫ t

0

fω(s, ω)dωc
s

+
∑
s≤ +t

h  T f 
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The last convergence follows from the dominated convergence theorem.

4 Appendix

Lemma A1. Let f be a real-valued, continuous function, defined on an
arbitrary interval I of the real line. If f is right (or left) differentiable at
every point a ∈ I, which is not the supremum (infimum) of the interval, and
if this right (left) derivative is always zero, then f is a constant.

Proof.
For a proof by contradiction, assume there exist a < b in I such that

f(a) �= f(b). Then

ε :=
|f(b) − f(a)|

2(b − a)
> 0.

Define c as the infimum of all those x in the interval (a, b] for which the
difference quotient of f exceeds ε in absolute value, i.e.

c = inf{ x ∈ (a, b] | |f(x) − f(a)| > ε(x − a) }.

Due to the continuity of f , it follows that c < b and |f(c) − f(a)| = ε(c− a).
At c the right derivative of f is zero by assumption, hence there exists d in
the interval (c, b] with |f(x) − f(c)| ≤ ε(x − c) for all x ∈ (c, d]. Hence, by
the triangle inequality,

|f(x) − f(a)| ≤ |f(x) − f(c)| + |f(c) − f(a)| ≤ ε(x − a)

for all x in [c, d), which contradicts the definition of c.
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